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   چکيده
  

مقاله، مجموعه داده   يناست. در ا  يمال  يدر بازارها  گذارييهسرما  يبرا  ينه گز  ين ها و انتخاب بهترعملکرد و ارزش شرکت  يابيارز  يمهم برا  يهااز روش  يکيسهام شرکت ها    يهاداده   يلتحل

 يکترين ساده و نزد  يزين ب  يبان، بردار پشت  ينماش  يم،درخت تصم  هاييتماست. ابتدا الگور  ده ش  ياحساسات کاربران گردآور  يلبا هدف تحل  يابسهام    گذارييهنظرات کاربران شبکه هوشمند سرما

 يهاشبکه  يق،عم  يادگيري  هاييتمبا الگور  يسنت  يادگيري  هاييتمالگور  ينا  يسه مقا  يدست آورد. سپس براعملکرد را به  ين درصد بهتر  61با صحت    يبانشدند؛ که بردار پشت  سازيياده پ  يههمسا

LSTM   وBERT  و    يبه زبان فارسBERT  داشتند. در   يسنت  يها  يتمنسبت به الگور  يدرصد عملکرد بهتر  83و    82،    72  يبا صحت ها  يبمدل ها به ترت  ين شدند. ا  يساز  ياده پ  يسي به زبان انگل

  يتم الگور  ياني،. در فاز پايددرصد رس  81/ 46برابر با    يشد که به صحت   يساز  ياده پ  بهينه  يپارامترها   يپربا هدف به دست آوردن ها  يکژنت  يفرا ابتکار  يتمبا استفاده از الگور  LSTMادامه مدل  

BRET هاي يستممدل بتواند به بهبود عملکرد س  ين استفاده از ا رودي. انتظار ميافتدرصد دست  84شد و به عملکرد  يساز ياده ها پآن يسي انگل ينظرات و معنا يمتن فارس يب دو زبانه با ترک  

 .يدکمک نما  ياقتصاد هاييتگر در سا يهکننده و توص ينيبيشپ

 گر  يه توص هاييستمس ي،شبکه عصب يق،عم يادگيرياحساسات،  يلتحل يعي،پردازش زبان طب :کليدي   کلمات 
 

 

 

 مقدمه   -1
استفاده  است که به  يشرفت حوزه در حال پ  يک  ينظر کاو  يا احساسات    يلو تحل  يهتجز

مورد   يتاستخراج کم  يمتن اشاره دارد و برا  يلو تحل  يهتجز  يعي،از پردازش زبان طب

م قرار  برا  گيردياستفاده  احساس  ي و  حالات  از    يکاز    ي مطالعه  مشخص  بخش 

احساسات در    يل. تحلگيرديقرار م  فاده مورد است  يمتن  ي هامجموعه داده  يا اطلاعات  

شرکت  ياريبس برااز  رسانه  يبررس  يها  نظرات  برا   ياجتماع  يهامحصولات،   يو 

  ينه مطالعات در زم  يشتر. ب شوديبودن متن استفاده م  يخنث  يا  يمثبت، منف  يبررس

انگل  يلتحل زبان  در  روش  يسياحساسات   Machine)   ينماش  يادگيري   يهااز 

Learningمانند    ي( سنتSVMتصم درخت  استفاده   Naïve Bayesو    گيرييم، 

اکننديم وروش  ين.  از  معمولاً  لغو  n-gram  يژگيهايها  در برنديمبهره    يو   .

دنباله    يکجزء در    nاز    يوسته پ  يادنباله  يبه معنا  n-gramمفهوم    يشناسزبان

 .  اشندواژه ب ياحروف، واج، هجا   توانندياجزا م يناز متون است. ا ينمع

مندرج در    ييگرفتن اطلاعات معنا   يدهدر ناد  يسنت  يروش ها  يگر،د  يياز سو 

محدود  مسا  يگر د   يکي.  دارند  يتمتن  روش  يلاز  در   يادگيري  يسنت  ي هامطرح 

 يبرا .  و سخت است  يطولان   ي روال  ي است که دارا  يژگيو  ي مبحث مهندس  ينماش

  يقعم  يادگيري  ي هااستفاده از روش  ينه،به   يج به نتا   يابي ن مشکلات و دستيحل ا 

(Deep Learningنسبت به روش )يبالاتر   يتاز اولو  ينماش  يادگيري  يسنت  ي ها 

  يگراست. به عبارت د   ينماش  يادگيرياز    يا شاخه  يق عم  يادگيري.  باشديبرخوردار م

وس  يادگيريهمان   لا  يعصب  يهاشبکه  يلهبه  که   Hidden)  يمخف  هاي يهاست 

Layersبا ناظر در صورت    يدر دو دسته اصل  ينماش  يادگيري   ي هاروشدارد.    يادي( ز

تقس برچسب  بدون  حالت  در  ناظر  بدون  و  برچسب  ب   شوند يم  يموجود    تريشکه 

 . باشنديبا ناظر م ي هابر روش يمتن مبتن يلانجام شده در سطح تحل ي کارها

  يي ها از جمله بخش  يرخطي با نوسانات غ  يچيدهپ  يستمس  يک به عنوان    بازارمالي

مزا از  مثال، متن    يمتن کاو  هاي يتمالگور  ياياست که  عنوان  به  برده است.  بهره 

  يلات،تسه  يريتمد  ي،مال  يسکر   يريتمانند درک و مد  يمختلف  يها  ينهدر زم  يکاو

بند  يلو تحل  يه تجز   يان، مشتر  ي اعتبار  ي رتبه بند   يشپ  ي،بانک  يانمشتر   يو رتبه 
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 2    يگذار  يههوشمند سرما يشبکه ها احساسات کاربران يلدر تحل يقعم يادگيري

 يورشکستگ  ينيب  يشنرخ ارز، پ  ينيب   يشبازار بورس، پ   ينيب   يشسود سهام، پ  ينيب 

کلاه   يصو تشخ  ياننظرات مشتر  يل تحل  گذاران، يهاحساسات سرما  يلها، تحلبانک

به منظور   ي بازار مال  گذارانيهنقش پرداخته است. عموماً سرما   يفايبه ا ي برداران مال

به اشتراک  گذاران يهسرما يگر خود را با د ياحساس   يهانظرات و حالت تر، يشسود ب 

  يرگذاربازار سهام تاث  هاي يمتبر ق  يمال  گذارانيهرفتار سرما   يجه و در نت  گذارند يم

 يمال   يبازارها  ييراتاز روند تغ  گذارانيهغالب سرما  کهييجا   از آن  يخواهد بود. ول

 يمخف   ي الگوها  ييو شناسا   گذاران يهسرما   ي احساس  ايهحالت  ياطلاع ندارند، بررس

 يبه سودآور  يدنرس  ي برا  ها راآن  تواند يم  ي، اجتماع  يهانظرات مردم در رسانه  ينب 

تغ  تر،يشب  پ  ييراتشناخت  و  اقتصاد  گويييشبازار  امروزه   ياري  يحوادث  کند. 

 يها شبکه  د مانن  يهوش مصنوع  هاييکتکن  يري کارگمحققان در صدد هستند تا با به

 يلنظرات، تحل  يابي به ارز  يق عم  يعصب  يهاشبکه  ي هانمونه  ير سا  يا و    يچشيپ  يعصب

 بيني يشو پ  ييشناسا  يزو ن   يمجاز  يکاربران در فضاها  يا   يانمشتر  ي احساس  يهاداده

را    ياحساسات، نقش مهم گر يلهوشمند تحل هاي يستمدر بازار بپردازند. س ييراتتغ

  ضوعات مردم نسبت به مو   يهاها و نگرش  يفنظرات، توص  ي بندو طبقه  يلدر تحل

 .  کننديم يباز ي اجتماع يهاشبکه يهامطرح در کامنت

ارائه  ينا   هدف   يل منظور تحلبه  يقعم  يبر شبکه عصب  يمدل مبتن  يک  مقاله 

 يها با مدل يشنهاديمدل پ  ييدقت و کارا  يسهو مقا   يابسهام  يتنظرات کاربران سا

در   يابسهام  يتمنظور، نظرات کاربران سا  ينا   ياست. برا  ينماش  يادگيري  يسنت

جمع تهران  بورس  معنا   يآورخصوص  بار  سپس  از    ملاتج  ييشد.  استفاده  با 

 هاييتمو با استفاده از الگور يد گرد ييناحساسات تع  يزو آنال يمتن کاو هاييک تکن

شکل که نظرات    ينشد به ا  يبندطبقه  يمثبت و منف  ي هابه دسته  ينيماش  يادگيري

 شدند.   يبا عدد صفر برچسب گذار ي و نظرات منف 1مثبت با عدد 

دادهآن  از متن،  که  پ  ياجا  است،  ساختار    ين ا  يلتبد  يبرا  پردازشيشبدون 

به فرم ساختار    يهاداده   يند است. سپس با انجام فرآ  يازمورد ن   يافتهبدون ساختار 

داده  يادگيري از  استفاده  آموزش  ي هابا  الگورTrain)  يمجموعه    ين ماش  يها  يتم( 

با استفاده   يت و درنها   شوديساخته م  ين ماش  يادگيريشده و مدل    سازي يادهپ  يادگير

داده ارزTest)   يشيآزما   ي هااز  کلشوديم   يابي (  حالت  در  طراح  ي .  و   ي مراحل 

پردازش    يشها، پداده  يگذارمجموعه داده، برچسب  يآوربه صورت جمع  سازييادهپ

شبکه    ي طراح  ين،ماش  يادگيري   يسنت  يها  يتمالگور   ي بردار کلمه، اجرا  يلداده، تشک

  .  شوديم  يانب   ييو ارائه مدل نها  يجنتا   يکل  يابيارز  يک،ژنت  يتمالگور  يق، اجرايعم
   مطالعات انجام شده  -   2

   BERTيتمبا استفاده از الگور  ي واژگان فارس  ين سازدرو  ]1[   بستان و همکاران

. ندبافت متن پرداخت  يهر واژه بر مبنا  ييو به درک معنا   ندقرار داد  يرا مورد بررس

آموزش قرارگرفت و   يشمورد پ  ي مجموعه دادگان وب فارس  ي شده بر رو  يجادمدل ا 

شد.   يدتول  ييمتفاوت، مدل نها   هاي  يبا معمار  يقدق  يمدو مرحله تنظ  يپس از ط

داشت و  يمورد بررس يهامدل يرنسبت به سا  يمدل بهبود خوب  ينحاصل از ا يجنتا

 داد. يش درصد افزا  يک چندزبانه تاحداقل    BERTدقت را نسبت به مدل 

با تمرکز بر   ييتررا در تو   يفعل يقاتيموضوعات تحق   ]2[ن و همکارا  ي کاک انتونا

 ياحساس   يلتحل  ي، نمودار اجتماع  هاييژگيکردند: ساختار و و  يمترس  ي سه حوزه اصل

مدل   ين. همچنيزو سخنان نفرت آم  يها، اخبار جعلمانند اسپم، ربات  يدهاييو تهد

به داده را ارائه دادند   يو دسترس يريگنمونه  برايها  روش  ينو بهتر  ييترتو  يهداده پا

زم ا  يمحاسبات  هاييکتکن  ينهو  در  استفاده  نمونهحوزه  ينمورد  مانند   ي بردار ها 

 را ارائه دادند.    ينيماش يادگيري و  يعيگراف، پردازش زبان طب

بر    يمبتن   CNN - RNN  يدو جهت  يقمدل عم  ين اول  ]3[و همکاران    بصيري

 يطولان  ي بندها هم در طبقهکردند.. مدل آن  يشنهادپ  ي احساس  يل تحل  ي توجه را برا

  ين، چن. هميافتسطح بالا دست    يج به نتا   ييت تو  يتکوتاه قطب  ي بندو هم در طبقه

  تر يشب   يدتأک  يبرا  ABCDM  رفهدو ط  هاييهلا  هاي يخروج  يتوجه بر رو  يزممکان 

و استخراج    ها يژگيکاهش ابعاد و  ي. براشوديکلمات مختلف اعمال م  يتر بر روکم  يا 

کانولوشن و ادغام    هاي يزماز مکان   ABCDM  يت، مقاوم در برابر موقع  يمحل  هاي يژگيو

و   ترين يجکه را   ياحساس  يتقطب  يصبر تشخ  ABCDM  ي . اثربخشکندياستفاده م

 يدر پنج بررس   هايش. آزماشوديم  يابياست، ارز  ياحساس  يلتحل  يفهوظ  ترينياساس

 DNNبا شش    ABCDM  يسهمقا   يج است. نتا انجام شده  ييترو سه مجموعه داده تو

  ABCDMکه    دهدياند نشان مشده  يشنهادپ  ياحساس  يلو تحل  يه تجز   ي برا  يراکه اخ

دست    ييت کوتاه تو  قطبيت  يبندبلند مدت و طبقه  يدر بررس  ي خوب   ياربس  يجبه نتا

 .  يابديم

از    يششامل ب  يفارس  يمجموعه داده چند وجه  يک   ]4[پور و همکاران    دشتي

 يکردهايرو   يابي محققان به منظور ارز  يبرا  يار منبع مع  يکعنوان  جمله را به  8۰۰

 يلتحل  يد چارچوب جد   يک ارائه دادند.    يدر زبان فارس  ي احساسات چند وجه  يلتحل

 يبصر   ي،صوت  يهارا که به طور همزمان از نشانه  ينه آگاه از زم  ي احساسات چند وجه

  يب. از هر دو روش ترکبرديبهره م  شدهياناحساسات ب   تر يقدق  يينتع  يبرا  يو متن

تصم ويرهنگام )د  يمسطح  و سطح  برا  يژگي(  هنگام(  موثر   ي)زود  اطلاعات  ادغام 

چند  هاي يژگيو يکه ادغام بافت دهند ينشان م ي تجرب  يج متقابل استفاده کردند. نتا 

بهتر  ي و بصر  يصوت  ي،متن  هاي يژگيمانند و  يوجه را در    ۹1.3۹)  ي عملکرد   )%

 .  دهندي%( ارائه م  8۹.24)  يتک وجه هاييژگيبا و  يسهمقا

عملکرد بازار سهام استفاده    بينييشپ   يبرا  ياز اخبار مال  ]5[و همکاران    آک

بازار    رو اخبا   يرا براساس روش متن کاو  بيني يشپ  يستمس  يک   ]6[هنگ  کردند.  

پ برا  يشنهادسهام  تغ  يکرد.  به  واقع  ييراتپاسخ    LSTMاز    ي،بازار سهام در زمان 

به   يتوضع  ترينيکگذشته، نزد  يزمان   يسر  يلتحل  يهااستفاده کرد و براساس داده

 .  يافت  يشافزا  ياضيسهام با محاسبات ر  يمت که ق يافت را  ي زمان 

/ مثبت منتشر شده    ي منف  يار نظر را با احساسات بس  43۰۰]7[و همکاران    يل

سا  وب  و    يکعنوان  به  يابيهمسر   هاي يتدر  تست  هنگام  و  کردند  انتخاب  نمونه 

 يادگيري هاييکمختلف، تکن  ياحساس  يلرفتار کاربر، از تحل  يقتحق  ييکارا   يسهمقا

  يبکه ترک  يافتند بر فرهنگ لغت استفاده کردند ودر   يمبتن  ي احساس  يل و تحل  ين ماش

نسبت به هر نوع    يدقت بالاتربه  توانديبر واژگان م  يو روش مبتن  ينماش  يادگيري

 .  يابد  ستد ياحساس يلتحل

ديگر   تحقيقي  ادر  مبنا  گريلتحل  يدجد  هاييستمس  يجاد با  بر    ي احساسات 

بهبود   بينييشدقت پ  يق،عم   ياز شبکه عصب  ي مختلف  هاييک تکن سهام بورس را 

بورس، بازده  ييراتبهتر از روند تغ  ي گذاران بورس بتوانند با آگاه  يه تا سرما   ه شدداد

  . ]۹-8[ دهند يشسهام خود را افزا

برا  يد جد   ينيماش  يادگيري  يکردرو   يک   ]1۰[لوتز و همکاران    بينييشپ  ي را 

  يشها از نما توسعه دادند. روش آن  يسطح جمله در اخبار مال  يتقطب  يهابرچسب

انتقال اطلاعات از سطح سند به سطح    يبرا  اينهچند نمو  يادگيريشده و    يعمتن توز

س کرد.  استفاده  پ  يستمجمله  سرما  توانديم  يشنهاديخبره  در    گذارانيهبه 

 هاييامارتباط با پ  يها در برقرارخود کمک کند و ممکن است به آن  گيرييم تصم

 مورد نظر کمک کند.

را    ينيمتن چ  ياحساس  يلو تحل  يهتجز  يتمالگور  يک  ]11[  و همکاران  روييمن

استخراج    يبرا  "BERT"شبکه از    ين . اکنديم  يشنهادپ  CNNو    BERTبر اساس  

. کنديان ان استفاده م  ي س  يهر کلمه و استفاده از آن به عنوان ورود  هاي يژگيو

م  ها يشآزما ا  دهندينشان  اثربخ  ينکه  نظر  از  پذ   شيمدل  مدل   ير امکان  است. 

BERT    ساختارEncode - Decoder  سازييادهرا براساس چارچوب ترانسفورمر پ 

ترانسفورماتور همکنديم در  ترانسفورمر   - Encoderاز چارچوب    ينچن. ساختار 

Decoder  رمزگذار و ماژول رمزگشا از    6که ماژول رمزگذار آن از    کند ياستفاده م

  شبکه  يکو   يتوجه  -خود   يهلا يک. هر کدگذار شامل استشده    يلرمزگشا تشک  6

 يتا نه تنها بر رو  دهدياجازه م  ياست. توجه به خود به گره فعل  خور يش پ  يعصب

شامل   Decoderدرک کند. هر گره    يزمتن را ن   يلکه معان تمرکز کند، ب   يکلمه فعل

و    يهلا  يک  ي،توجه  -خود    يهلا   يک   يهاست. لا   خوريشپ  يشبکه عصب  يکتوجه 
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به آن    يدکه با  ي فعل  يدي کل  يدر به دست آوردن محتوا  ي به گره فعل  توانديتوجه م

 توجه شود، کمک کند.   

 بينييشپ  يدر اخبار بازار سهام برا  ياحساس   يلاز تحل  ]12[و همکاران    ميت

 يادگيري  يها  يتمدر الگور  ياحساس  يلتحل  ي از خروج  ينچنها هماستفاده کرد. آن

مشابه اين تحقيقات که  سهام استفاده کردند.    يمتق  يلو تحل  يهتجز  يبرا  ينماش

 نيز به چشم مي خورد. ]14-13[روي تحليل احساسات کار کرده اند در منابع 

  ي برگشت  يرا با شبکه عصب  يچشي ادغام در شبکه پ  يه لا  ]15[و همکاران    صدر 

وابستگ  يگزينجا بتوانند  تا  ز  يطولان   هاي يکردند  و  کرده  استخراج  را    يان مدت 

 يژگياز و  ييشبکه ژرف چند نما  يک  يشنهادها با پرا کاهش دهند. آن  ياطلاعات محل

انجام طبقه   ي برا يو برگشت يچشيپ يعصب ي استخراج شده از شبکه ها يانيم يها

م  يبند آنکنندياستفاده  شبکه.  که  داشتند  اذعان  مختلف    يعصب  ي هاها  ژرف 

  ينهستند، بنابرا   هايژگيقادر به استخراج انواع مختلف و  يزمتما  يساختارها  يلدلبه

پ مدل  شبکه  هاييژگيو   يشنهادي،در  از  شده  با    يعصب  يهااستخراج  را  ناهمگن 

کردند تا با در نظر گرفتن ارتباط   يبترک  يهچندنما   يهاکننده  يبند  بقهاستفاده از ط

 را  بهبود دهند.  ياحساسات در سطح متن گريلها، بتوانند عملکرد تحلآن ينب 

همکاران   و  تحل  يمشارکت  يلترينگف  ]16[سلام  براساس  با    ي احساس  يلرا 

از   عرب   يکاستفاده  داده  توص  يبرا   يمجموعه  پکتاب  ي برا  هايييهارائه    يشنهاد ها 

  يانگين و م  يدهرا بهبود بخش  ي عرب   يه توص  يستمدقت س  يشنهادي است. روش پکرده

نظر    ير مقاد از  را  ترت  MAEو    RMSEخطا  کاهش    ۰.1558و    ۰.5583به    يببه 

 است. داده

و نيز مشاهده کنندگان    ]17[در تحقيقات ديگري تحليل احساسات بيماران   

ها   ،  (LSTM)   يحافظه کوتاه مدت طولان   يقعم   يادگيريسه مدل  در    ]18[فيلم 

بررسي   (CNNکانولوشن )  يعصب  يهاو شبکه    ( DNN)    يق عم  يعصب  يهاشبکه

يکديگر هستند و چه  مکمل    اين روش ها شده اند و نتيجه نهايي اين بوده است که  

 بسا انتظار مي رود که از ترکيب اين روش ها نتايج بهتر و جامع تري به دست آيد. 

 

 

 روش  پژوهش  -3
 در اين بخش مراحل روش پيشنهادي به تفکيک بيان مي شود. 

 ها داده  ي آماده ساز   - 3-1
پ  اول در  پ  ي ساز  ياده قدم  آماده کردن    ي آماده ساز  يشنهاديمدل  ها است.  داده 

  ينماش  يادگيري  يها  يتمالگور  يساز  يادهمراحل پ  ينتراز مهم  يکي  يورود  يهاداده

گذار برچسب  ابتدا  آور  ياست.  جمع  سا  ينظرات  از    ياب سهام  يتشده 

(www.sahamyab.comانجام م )با استفاده   ظراتن   يسي. سپس معادل انگلشودي

و   ي و فارس  يسيمرحله نظرات انگل  ين . در آخرگردديم  يجاداز ابزار مترجم گوگل ا 

ا  يهابرچسب از  هرکدام  با  در    ينمتناظر  نام     يلفا   يک نظرات  با  اکسل 

sahamyab_dataset شونديم يرهذخ . 

اند به کتابخانه  شده يرهاکسل ذخ يلفا  يککه در  ييهاکار با داده يمعمولا برا 

pandas    متدها  يازن پانداس  خوشبختانه،  م  ياديز  ي است.  فراهم  که    کند يرا 

پانداس استفاده  يتافريمدر د  ي منابع ينها از چنداده يبارگذار  يها برااز آن توانيم

تابع   از  پانداس  م  يزن   read_excelکرد.  م  کند ياستفاده  خواندن    ي برا  توانديکه 

 پانداس استفاده شود.   يتافريمد  يکدر  Excel يهاداده

  يت شامل نظرات کاربران سا   شوديپژوهش استفاده م  ين که در ا   ياداده  مجموعه 

  يتدر خصوص سهام چند شرکت فعال بورس تهران است که از وب سا   يابسهام

 مجموعه داده آمده است. ينا ي کل ينما 1اند. در جدول شده يآورجمع يابسهام

 
 

 مجموعه داده  يکل  ينما   -1جدول 
Stock_name Username Review_text Lable 

 1يا ۰ متن نظرات  نام کاربري  نام سهام

 

 ها مجموعه داده   ي گذار برچسب  - 3-2
 يها است که در آن داده  ينيماش  يادگيريدر    ينديداده فرآ  مجموعه  يگذاربرچسب 

 يکرد و برا   ييشناسا   توان يرا م  يره و غ  يدئوهاو  ي،متن  هاي يلفا   ير، خام مانند تصاو 

و آموزنده را اضافه کرد،   دار يچند برچسب معن  يا   يک  دهد يکه اجازه م  ايينهارائه زم

ب   يزيبتواند چ  ينيماش  يادگيريمدل    که  ي. به طورشودياستفاده م  ياموزد؛از آن 

 يگذار برچسب  ينيماش  يادگيريمجموعه داده را در    يکتا    دهد ياجازه م  ينچنهم

در    يدکن برچسب  يادگيريو  شده،  مهم  يگذارنظارت  بخش  داده،  از    ي مجموعه 

بنابرا   پردازشيشپ است؛  خروج  يورود  تواند يم  يبندطبقه  يبرا  ين داده    ا ر  ي و 

قبل از    توانديم  يرا است؛ ز   يمهم  يندها فرآ داده  ي گذارکند. برچسب  يگذاربرچسب

که   يها اضافه کند، به طورو مفهوم را به داده  ينهزم  ي،استفاده از آن در مدل آموزش

مداده  يگذاربرچسب کمک  ما  به  زمان   کنديها  م  يتا  عامل   خواهيميکه 

. يمرا انتخاب کن  يحيصح  يکردرو  بخشيم،را بهبود    يفيتو فاکتور ک  پذيريياسمق

آن است، به    يگذارخام و برچسب  يهاداده  ييشناسا   يند ها فرآداده  يگذاربرچسب

 ينفر برچسب گذار  ين از چند   ي تفاده از نظرخواهپژوهش با اس  ين منظور در ا   ينهم

 يمجموعه داده دارا  ين ( انجام شده است. ا ۰و 1)ينظرات به دو صورت مثبت و منف

برچسب    ينباشد که هرکدام از ا ي م يابسهام يت نمونه از نظرات کاربران سا  1۰24

 کند.  يم يانفعال بورس را ب  ي نظرات در مورد شرکت ها  يتها قطب

 پردازش داده   يش پ   - 3-3
جمع    ينترنت مقاله استفاده شده است از بستر ا   ينکه در ا   يي هاداده  ينکهبه ا  باتوجه

  ينندارند، بنابرا   يق عم  يعصب  يهاورود به شبکه  يبرا  ياند، ساختار مناسبشده  يآور

به س برا  يبه شکل  يدبا  يستمقبل از ورود  شوند. در    يلتبد   هايتمالگور  يقابل فهم 

  . از آن شوديها اعمال مداده  ينا   يپردازش بر رو  يشدرقالب پ  ييراتيراستا تغ  ينهم

از سا  ين ا  ي هاداده  که ييجا تعامل   يگردآور  ياب سهام  يت پژوهش  و حاصل  شده 

احساسات و ورود به    يل تحل  يند فرآ  ي برا  يساختار مناسب  يجهباشد در نت ي کاربران م

  ي ها ضرور  داده   ينا  ي بر رو  پردازش يشپ  ياتانجام عمل ينندارد، بنابرا   يشبکه عصب

 است . 

که در    شوديگفته م ي( به مراحلData Preprocessingپردازش داده )  يشپ 

شده توسط    يدتول  يداده ها  ينکه . باتوجه به اشوديآماده م  يداده کاو  يها براآن داده

در   يهستند که باعث به وجود آمدن مشکلات ي نواقص ي دارا ينترنت، ا  يکاربران فضا

از هر    ين بنابرا   شود؛يم  يداده کاو رو  گونهقبل  مداده  ين ا   يپردازش    بايستيها، 

خام    يهاآن داده  يکه ط  يرد(  صورت گPreprocessingپردازش )ح  يشپ  يات عمل

تغ اعمال  تبد  ييراتيبا  و    يلمانند  کلمات  به  اعداد  از    ياکردن  اعداد  کردن  حذف 

مناسب به منظور    يو... به داده ها  يپاک کردن علائم و فاصله خال  ي،متن  يهاداده

 . شونديم يلاحساسات تبد  يلتحل آيندفر

کتابخانه  يکي پ  يسازآماده  ي برا  يتونپا  ي اصل  يهااز  ها،  داده  پردازشيشو 

 ياستفاده آسان و ابزارها   يت با قابل  يبالا، ساختار  يي ( است که کاراPandasپانداس )

 Pandas. توابع گوناگون  کنديرا فراهم م  يتونپا   يسي نوزبان برنامه  ي داده برا  يلتحل

توجهداده  زش پردا  يش پ  يندفرا  يسازبه ساده قابل  واقع، کننديم  يها کمک  در   .

پانداس    توانيم برا  يک گفت  قدرتمند  پ  يل،تحل  يکتابخانه    پردازشيشو 

(PreProcessingداده ا(  م  ين ها است.  بهرهداده  توانديکتابخانه  با  را  از    يري گها 

م  DataFrameو    Series  يساختارها ارائه  قالب  کند،يکه  برا  يبه   يلتحل  ي که 

 ها مناسب هستند، مبدل سازد. داده
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 4    يگذار  يههوشمند سرما يشبکه ها احساسات کاربران يلدر تحل يقعم يادگيري

  ي ها از هر نوعداده تواندي م Seriesاست.   بُعدييک  يهمشابه با آرا  Series يک

هستند؛ اما اندازه   ييرقابل تغ  گيرنديقرار م  Seriesکه در    يريکند. مقاد  يرهرا ذخ

Series  غ تغ  ير پانداس،  اول  ييرقابل  به  در    ين است.  اندSeriesعنصر  صفر    يس، 

است که در    N-1برابر با    Seriesدر    صرعن  ينآخر  يس و اند  شوديداده م  يصتخص

عنصرها  Nآن،   کل  سر  يتعداد  در  د   يموجود  داده  ساختار    يتافريماست. 

(DataFrameدر پانداس را م )يتافريم، جدول در نظر گرفت. د  يکبه عنوان   تواني 

ساختار داده دو   يکها  و از آن  کنديم  يدهها سازمانها را در سطرها و ستونداده

  ين از انواع گوناگون باشند و در ع  يري مقاد  يحاو  تواننديها مسازد. ستونيم  ي بُعد

د اندازه  تغ  يتافريم حال،  بنابرا   ييرقابل  و  نتوا يم  ين است؛  را  برا   يرايش آن   ي کرد. 

د پا  توانيم  يتافريم،ساخت  از  را  و    يه کار  کرد  داده  ياشروع  مانند    يي هاساختار 

استفاده  ينجاکه در ا  يکرد. ساختار  يلتبد يتافريمد  يک( را به  Numpy)  هاييهآرا

 است.  DataFrameشده است ساختار 

ا  از  ا  يل فا  کهينپس  برا  يجاد اکسل مجموعه داده    يش پ  يات انجام عمل  يشد 

 يسينظرات انگل  ي،فارس  نظرات  يانگراکسل ب   يلفا   ينشود. ا  يپردازش به برنامه وارد م

  Pandasنظرات است. ابتدا با استفاده از کتابخانه    ينو برچسب متناظر با هرکدام از ا 

 ي صورت که تعداد  ينا. بهشوديم  پردازشيشمجموعه داده خوانده و آماده پ  يلفا

 Replaceشوند و با استفاده از تابع    ي شده حذف م  يجاد( اStopwordواژه )  يستل

نامه از کلمات  لغت  يکشوند. سپس    يموجود در متن نظرات پاک م  شيعلائم نگار

کلمات صورت    ينا  يرو  يسازنرمال  ياتعمل  کهينو بعد از ا  شوديموجود ساخته م

 .شونديم يادگيري  يها يتمگرفت آماده ورود به الگور

که در   يابه صورت عدد است، لغت نامه  يعصب  ي هاشبکه يورود  که ييجا آن  از

شود. به    يم يجادمتناظر کلمات ا  يس شود با استفاده از اند  يپژوهش استفاده م ين ا

شود. هرنظر با    يدر نظر گرفته م  يعدد  يساند   يکهرکدام از لغات   يمنظور برا  ينا

صح  يستيل اعداد  باتوج شوديم  يانب   يح از  ا   ه.  داده  که ينبه   يورود   يهاطول 

از کتابخانه    Pad-Sequenceباشد با استفاده از تابع  يکسان   يد با   يعصب  يهاشبکه

Keras  يکسان شود و طول تمام نظرات    ي نظرات انجام م  يرو  ي سازنرمال  ياتعمل  

 .شوديم 3۰و برابر عدد 

و آزمون است.    يها به سه دسته آموزش، اعتبارسنجداده  يممرحله آخر تقس 

هرکدام    يدرصد برا  2۰درصد و    16درصد ،  64  يهاها به نسبتپژوهش داده  يندرا

صورت که با    ينشده است. به ا  يمو آزمون تقس  يآموزش، اعتبارسنج  يهااز دسته

 يها برا درصد داده  sklearn   ،2۰از کتابخانه    Train_Test_Splitاستفاده از تابع  

(  و Trainآموزش )   يبرا  2۰به    8۰با نسبت    يماندهدرصد باق  8۰( و  Testآزمون )

 .اندشده يبند  يم( تقس Validation)  ياعتبارسنج

 ين ماش   يادگيري   ي سنت   هاي يتم الگور  -4
 يادگيري  يسنت يهاخود با مدل  يشنهاديمدل پ   يسهپژوهش مقا  ين از اهداف ا   يکي

بررس  ينماش کارا   يجهت  و  برا  ييدقت  تعداد  ين ا   يبررس  ياست.   از    ي هدف 

تصمSVM ،KNNمانند    ين ماش  يادگيري  يسنت  هاييتمالگور  درخت  ب   يم،    يزينو 

کتابخانه   از  استفاده  با  از    Scikit Learn.  شونديم  يساز  يادهپ  Sklearnساده 

است    يتون پا   يسي نوپرکاربرد و قدرتمند در زبان برنامه  يد، باز، مفمتن  ي هاکتابخانه

 يادي ز  يکاربرد  يکتابخانه ابزارها  ين . اروديبه کار م   ينماش  يادگيري اهداف    ي که برا

منظور   مدل  ينماش  يادگيري به  همداده  ي آمار  يسازو  طبقهها   ي بند چون 

(Classification)،  م  يبندخوشه  يون،رگرس فراهم  ابعاد  کاهش  ا کنديو    ين. 

پا زبان  توسط  عمده  طور  به  که  پا  يتونکتابخانه  بر  شده،   يها کتابخانه  ييهارائه 

Numpy ،Scipy  وMatplotlib  شده است. يطراح 

 يبان بردار پشت   ين ماش   -4-1  

)    ماشين روش  يکي(  Support Vector Machinبردار  با    يادگيري  يهااز 

برا روش از    ين. اکنندياستفاده م  يونو رگرس  يبندطبقه  ينظارت است که از آن 

 يها نسبت به روش  يخوب   ييکارا   يراخ  يهااست که در سال  يدينسبتا جد  يهاروش

در   يدر صحبت و بررس  هاز آن ک   يشنشان داده است. پ  يبندطبقه  يبرا  تريميقد

ماش پشت  هايينمورد  برويبان  بردار  مفاه  ي سر  يک با    يد با   يم؛فراتر  مربوطه    يماز 

 يمکن يداپ ي مختصر ييآشنا

 کننده  ابر صفحه جدا   يا خط    -4-1-1
خط )ابر صفحه( است که دو دسته را از هم جدا کند. مطابق    ينکردن بهتر   يداپ  هدف

( دو دوسته را از هم ي )آب  H1اما  کند ي)سبز( دو دسته را از هم جدا نم H3 1شکل

از هم   يه)قرمز( دو دسته را با حداکثر حاش  H2و    کنديکوچک جدا م  اييهبا حاش

 . سازديجدا م

 
 ابرصفحه جداکننده   يا  خط -1شکل 

   حاشيه   حداکثر   -4-1-2
  شده  بنديدسته  درستي  به  آموزشي  ايمثاله  اگر  يادگيري  تئوري  در  ايقضيه  طبق  بر 

  را   آموزشي   هايداده  حاشيه  که   جداسازي  آن   خطي،  جداسازهاي   بين  از   باشند،

  ترين مطمئن نظر به  روش  اين . کرد خواهد   حداقل  را  تعميم خطاي کند، مي حداکثر 

 VC  برمبناي  هاييتئوري  البته  و  داده  جواب  خوبي  به  تجربي  طور  به  و  است  راه

dimension  که اين  دليل.  کندمي  اثبات  را  آن  بودن  مفيد  که   دارد  وجود  SVM  روي 

  قابليت   قضيه  که  است  اين   کند مي  پافشاري  Hyperplane  براي  مرز   بزرگترين 

 بنديطبقه  کارايي  به   تنها   نه   اين .  کندمي  تامين  بهتر   را  الگوريتم  به   بخشيدن   عموميت

  بهتر  بنديطبقه  براي  نيز  را  فضا  کند،مي  کمک   آزمايشي  هايداده  روي  آن  دقت  و

  تعريف   فضا  از  بخشي  صورت  به  که   مرزي  آن  حسي   طور   به   .کندمي  مهيا   آتي  هايداده

 . شود مي  تعريف  Hyperplane  وسيله   به   کلاس   دو  بين  تفکيک  همان   يا  شودمي

  بيشينه  را مرزها چگونه که کنيم کشف تا دهد مي اجازه ما به  هندسي تعريف همين

 کمي،  تعداد  فقط   و  باشيم  داشته  Hyperplane  بيشماري  تعداد  کهاين  ولو  کنيم

 . دارند SVM براي   حل راه  شايستگي 

 پشتيبان   بردار   -4-1-3
  نمونه  با  که   پشتيبان  بردار  ماشين  يک   براي  حاشيه  حداکثر  با  اي ابرصفحه  2  شکل   

 روي   بر  که  هايي داده.  دهد  مي  نمايش   را  استشده    يادگرفته  دسته  دو  از  هاييداده

  ترين نزديک  عبارتي  به  دارند  نام  پشتيبان  بردارهاي  دارند  قرار  حاشيه  اَبَرصفحه

 . شوندمي ناميده پشتيبان بردار کنندهجدا هايصفحه  ابر به  آموزشي هايداده
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 بردار پشتيبان  -2شکل

 خطي   پشتيبان   بردار   ماشين   -4-1-4
 براي   اغلب  که   است  جديد  نسبتاً  يادگيري  روش  يک  پشتيبان  بردار  ماشين 

  هر  که   داريم   مشاهده  L  کنيد   فرض.  شودمي  واقع   استفاده   مورد  باينري  بنديکلاس

 وضعيتي  دو  مقدار  يک  و  ورودي  بردار  آن  در   که  است  هاييزوج  بر  مشتمل  مشاهده

  فضا   در  صفحاتي  ابر  کوشد،مي  پشتيبان  بردار  ماشين  ايده.  وجود دارد+(  1  يا  -1)

  انجام   بهينه  طور  به  را  هاداده  مختلف  هايکلاس  هاينمونه  تمايز  عمل  که  کند  رسم

 .دهد

  در   و  است  ها داده  خطي  بنديدسته  SVMکننده  بندي  دسته  کاري  مبناي

  اطمينان  حاشيه  که  کنيم  انتخاب  را  خطي  کنيممي  سعي  هاداده   خطي  تقسيم

  وسيله   به   ها داده  براي   بهينه   خط   کردن  پيدا   معادله  حل .  باشد  داشته   تريبيش

  هستند   دار   محدوديت  مسائل  حل   در  ايشده  شناخته   هايروش  که  QP  هايروش

 پيچيدگي  با  هايداده  بتواند  ماشين  کهاين  براي   خطي  تقسيم  از  قبل  .گيردمي  صورت

  بالاتر  خيلي  ابعاد  با  فضاي  به  Phi  تابعِ  از  استفاده  با  را  هاداده  کند  بنديدسته  را  بالا

 حل  ها روش  اين  از  استفاده  با  را   بالا  خيلي  ابعاد  مسئله  بتوانيم  که اين  براي.  بريممي

  فرم  به   نظر  مورد   سازي مينيمم  مسئله   تبديل  براي   لاگرانژ   دوگاني   قضيه   از  کنيم

 برد،مي  بالا  ابعاد  با  فضايي   به  را  ما  که  Phi  پيچيده   تابع  جاي   به  آن   در   که  آن   دوگاني

 شود،مي  ظاهر  است  Phi  تابع  برداري  ضرب  که  هسته   تابع  نام  به  تريساده  تابع

 و  اي چند جمله نمايي، هاي هسته جمله  از  مختلفي هسته توابع  از . کنيممي استفاده

  جداپذير  خطي  صورت  به  هادسته  که اين  فرض   با   .نمود  استفاده  توانمي  سيگمويد

 آورد مي  دست  به  را(  Maximum Margin)   حاشيه  حداکثر  با  هاييابرصفحه  باشند،

  نباشند،   جداپذير  خطي  صورت  به  هاداده  که   مسايلي  در.  کنند  جدا  را  هادسته  که

 فضاي  اين  در  را  هاآن  بتوان  تا  کنندمي  پيدا  نگاشت  بيشتر  ابعاد  با   فضاي  به  هاداده

 . نمود  جدا خطي  صورت به   جديد

  کردن   پيدا  SVM  هدف  باشد،مي  کلاس  دو  شامل  که  يادگيري  فرآيند  يک  در

  در   را  کلاس  دو  اعضاي  بتوان  که  نحوي  به   باشدمي  بنديطبقه  براي  تابع  بهترين

 هندسي  صورت   به   بنديطبقه  بهترين  معيار.  داد  تشخيص  هم   از  هاداده  مجموعه 

 .هستند تجزيه قابل  خطي صورت  به  که هايي داده مجموعه  براي  شود،مي مشخص

.  است  شده   نظارت   بنديطبقه  قدرتمند   متدهاي   جمله  از   پشتيبان   بردار   ماشين  

 شودمي  استفاده   گسترده  طور   به   بنديطبقه  مسائل   در  و   است  پذير انعطاف  بالا  ابعاد   در

داده ها به    يدرفضا  ييبردارها   يجاد با ا  الگوريتم  اين   کاراست؛  حافظه  مصرف  نظر  از  و

در    يبانبردار پشت  ين دهد.  ماش  يداده ها را انجام م  يک شکل ممکن تفک  ين بهتر

. سپس  کنديم  يمتقس  يحکه نقاط را به شکل صح  کنديم  يدرا تول  يابتدا ابرصفحات

شکل ممکن    ين که نقاط را به بهتر  گزيند يرا بر م  ي اابرصفحات آن ابرصفحه  يانم

 .کنديم اجد

از جنس    Kernelو    SVMاز کلاس    SVC  يتمالگور   ينپارامتر به کار رفته در ا  دو

String  کلاس    يقاز طر   يبندهستند. طبقهSVC  يردگ  يصورت م  .SVC  يبند طبقه 

برچسب در   يک)  يکبه   يک به صورت   يبندو طبقه يسهمقا يقچند کلاسه را از طر

منمونه  ير با سا   يسهمقا انجام  پارامتر  دهديها(   .kernel  و   ياري اخت  ي مقدار است 

به کار گرفته شده   kernelنوع    يکننده  يينپارامتر تع  يناست. ا  rbfفرض آن    يشپ

الگور  م  يتمدر  و  مقاد  يکي  تواندياست  و   linear  ،poly  ،rbf   ،sigmoid  ير از 

precomputed فرضيشکه مقدار پ يرد را بگ rbf   .است 

  ي هاداده  يبر رو  يتمالگور  ينا  يدهد صحت اجرا  ينشان م  3که شکل    همانطور

 درصد است. 61پژوهش برابر با  

 

 
 SVM يتمالگور  ياز  خروج يي نما   -3شکل 

هر نمونه عضو    ت يها استفاده شود، در نها داده  ي بنددسته  يکه برا  يتميالگور 

هر نمونه داده،   يبرا  ن يبنابرا ؛  خواهد شد  يبند ( دستهClassدو دسته )  ني از ا  يکي

 . فتديشده، ممکن است اتفاق ب  ان يکه در ادامه ب   ياز چهار حالت يکي

داده شود. مثبت   صيکلاس تشخ  نينمونه عضو دسته مثبت باشد و عضو هم •

 ( True Positive)  اي  ح يصح

  ي داده شود. منف  صيتشخ  ي نمونه عضو کلاس مثبت باشد و عضو کلاس منف•

 ( False Negative) ا يکاذب  

  ي منف.  داده شود  صيکلاس تشخ  نيباشد و عضو هم  ينمونه عضو کلاس منف•

 (True Negative)  اي  ح يصح

مثبت .  داده شود  صيباشد و عضو کلاس مثبت تشخ  ينمونه عضو کلاس منف•

 (False Positive)   ا يکاذب  

ذکر شده،    ف يو تعار   حاتيبا توجه به توض  ،يبنددسته  تميالگور   ياز اجرا  پس

با عنوان جدول   2به شکل جدول   يبند را به کمک جدولطبقه ک يعملکرد   توانيم

ر   س يماتر   ا ي بررسConfusion Matrix)   ي ختگيدرهم  ماتر  ي (  درهم   س ي کرد. 

طبقه  جي نتا  ، يختگير از  و  ي بندحاصل  اطلاعات  اساس  بر  نما   ي اقعرا    ش ي موجود، 

بر اساس ادهديم ارز   يارهايمع  توانيم  ر يمقاد  ني . حال  و   ياب يمختلف  بند  دسته 

تعر   ي ريگاندازه را  )  ف يدقت  صحت  پارامتر  متداولAccuracyکرد.    ن، ي تر(، 

بند است و عبارت است  دسته  کي   تيفيک  ير يگاندازه  ار يمع  ن يترو ساده  ن يترياساس

در واقع    پارامتر  نيدر مجموع دو دسته. ا  بندهدست  حيصح   صيتشخ  زانياز م

 اند. داده شده   صياست که درست تشخ  ييالگوها  زانيگر منشان 

 
 يختگي درهم ر  يس ماتر    -2جدول 

 برچسب پيش بيني شده

 منفي مثبت 
FN TN منفي  

 مثبت  TP FP شناخته شدهبرچسب 

 

نمودار  يختگي درهم ر   سيپژوهش ماتر   نيا  در   ( ينقشه حرارت)Heat Map با 

 يحرارت   ي داده است. نقشه ها  يکيگراف  ش ينما   ک ي  Heat Mapشود.  يداده م  ش ينما 

 يها هستند. نقشه  د يمف  ار ينگاه بس ک يداده در   اد يز   ر يالگوها در مقاد  ييشناسا   ي برا

  کي   ن ياما همچن ؛ تر استدهيچيپ  ي ها  ليتحل   ي برا  ي اغلب نقطه شروع خوب   ي حرارت
 کند.يم ليارتباط تبد يبرا د يمف يتجسم چشم نواز است که آن را به ابزار کيتکن
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 6    يگذار  يههوشمند سرما يشبکه ها احساسات کاربران يلدر تحل يقعم يادگيري

نقشه   مربع  ياشبکه  اساساً اين  مربع    يرنگ  ي هااز  هر  که  صندوقچه،    ا ياست 

مقاد  متغ  ر يتقاطع  م  ريدو  نشان  در  يرا  که  محورهادهد  عمود   يافق  يامتداد   يو 

شده توسط    ينيب   شيپ  ريمقاد   يو محور افق  يواقع  ريمقاد   يامتداد دارند. محور عمود

نما را  ماهيم  شي مدل  رنگ  ي دوبعد  تيدهد.  نما   ينقشه  به  گذاشتن    شي به خاطر 

ماتر نشان    SVM  تميالگور  Heat Mapنمودار    4. شکل  باشديم  سي اطلاعات  را 

 دهد. يم

 

 

 SVM يتملگور   Heat Mapنمودار    -4شکل 

   م ي درخت تصم   تمي الگور   - 4-2
تصم  تميالگور  محبوب  ميدرخت  کاربرد  ني تراز  زمتميالگور  ني تريو  در    نه يها 

و طبقه    يخود به جداساز  يبا ساختار درخت  تميالگور  نيها است. ا داده  يبندطبقه

ساخته    تميالگور   ن ينمونه از کلاس ا   ک يمقاله ابتدا    ن يپردازد. در ا يها مداده  يبند

دهد  ينشان م  5شود. همانطور که شکل  يم  انجاماجرا و آزمون    نديشود سپس فرآ يم

درصد است و شکل  56پژوهش برابر با   يها داده ي بر رو  تميالگور  ني ا ي صحت اجرا

 . دهديرا نشان م ميدرخت تصم  تميالگور  Heat Mapنمودار  6

 

 

 ميدرخت تصم تميالگور  ياز  خروج يي نما   -5 شکل

 

 
 يم درخت تصم يتمالگور Heat Mapنمودار   -6شکل 

 ساده   ن ي ز ي ب   تمي الگور   - 4-3
 يبند طبقه  نديدر فرآ  ن يماش  يريادگي  يسنت  يهاتمياز الگور   يکي  ن يز يب   تميالگور 

پردازد. در  يها مداده   ني ا  يبه طبقه بند  ي آمار  يهاکيداده است که براساس تکن

دل  نيا به  داده  ليمقاله  بودن  مدل  گسسته  از    ن ي ا  يبرا  MultinomialNBها 

دهد صحت بدست آمده ينشان م  7استفاده شده است. همانطورکه شکل    تميالگور 

 Heat Mapنمودار    8درصد است. شکل    53ها  داده  ي بر رو  تميالگور   ني ا  ياز اجرا

 دهد.يم ش يساده را نما  ن يز يب  تميالگور 

 

 ساده   ني زيب   تميالگور  يخروج   -7 شکل

 

 
 ساده  يزين ب   يتمالگور Heat Mapنمودار    -8شکل 

 ( KNN)  ه ي همسا  ن ي تر ک ي نزد   تمي الگور   - 4-4
پا   KNN  تميالگور  ي سازادهيپ  يبرا کتابخانه    تونيدر  استفاده    Scikit-Learnاز 

است    يسنت  ن يماش  يريادگي ها درحوزه  تميالگور  ني از پرکاربردتر  يکيشود که  يم

  ۹همانطور که شکل   کاربرد دارد.  ي بندو هم طبقه  ون يرگرس  ل يمسا   ي که هم برا

 درصد است.   5۹مقاله    ني ا  يهاداده  يبر رو  تميالگور   ني ا  يدهد صحت اجراينشان م
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 KNN تميالگور  يخروج   -۹شکل 

 

 دهد.يرا نشان م KNN   تميالگور  Heat Mapنمودار    1۰شکل 

 

 KNNالگوريتم   Heat Mapنمودار   -1۰شکل 

 
کند و نشان  يم  سه يرا مقا   يسنت  نيماش  ي ريادگي  ي هاتميدقت الگور  11  شکل

 دقت را داشته است.  ني شتريب   SVM  تميدهد الگوريم

 

 يسنت ين ماش يادگيري هاي يتمدقت الگور يسه مقا    -11شکل 

 

   ي شبکه عصب   ي ها مدل  -5
 ير يادگي  ي هاتمياز الگور  ي ا( در واقع دستهNeural Network)  يعصب  يهاشبکه   

 يشبکه عصب   ک يروند.  يالگوها به کار م  صيو تشخ  يي شناسا  يهستند که برا  نيماش

است و   يپنهان و خروج  ،يورود  ه يشود و شامل لا يها آموزش داده ميتوسط ورود

دارا ها  از عصب  تا  يهر کدام  و  آستانه  به  يم  يسازفعال  بعمقدار  باشند که منجر 

شود که  يم  سهيمورد انتظار مقا   يبه دست آمده با خروج  جهيشوند. نتيم  يخروج

ها و مقدار آستانه  که وزن  رديگيم  ادي به هم باشند. مدل    کي نزد  دي دو مقدار با  نيا

مانند مغز    ،يشبکه عصب  کي کند.    افتيدرست در  يخروج  کند که  ميتنظ  يرا طور

نورون  افته ي  ساختارانسان    با عنوان  شده است که  ليتشک  يمصنوع  ي هااست و از 

در کنار   يو خروج يمخف ،يورود هي ها در سه لاگره ني . اشوديشناخته م ز ي“گره” ن 

 . دهديم شي را نما يساختار شبکه عصب  12اند. شکل شده دهيهم چ
 

 

 يساختار شبکه عصب  -12شکل 
 

را    ها ي. گره، وروددهنديبه هر گره ارائه م  ي را در قالب ورود  يها، اطلاعاتداده

به آن اضافه    اسي با  کي ها را محاسبه کرده و  آن  کند،يضرب م  يتصادف  يهادر وزن

شود،  يگفته م  ” يها “توابع فعال سازکه به آن  ، يرخطيتوابع غ  ت، ي . در نهاکنديم

 . شونديکند، اعمال م کيلکدام نورون ش که ني ا  نييتع يبرا

ساخته    Kerasبا استفاده از کتابخانه    يشبکه عصب  يها تميمقاله الگور  ني درا 

بهتر   يکيمنبع باز و    قيعم  يريادگي کتابخانه    کي شوند که  يم  يها کتابخانه  نياز 

را    قيعم  يريادگي   يهابا مدل  عيسر   شي کتابخانه آزما  ني. ا شوديمحسوب م  تونيپا

 يبيترک  ن يو همچن  يتکرار  يهاو شبکه  شنالکانولو  ي هاو از شبکه  کنديم  ر يپذ امکان

 ييها برنامه  يبه طور گسترده برا  تونيکتابخانه پا  نيکند. ا  يم  يبان يدو پشت  ني از ا

تشخ تصو  صيمانند  پردازش  زبان طب  ر،ي و  تشخ  يعيپردازش  استفاده   صيو  گفتار 

 . شوديم

برا  گريد  يکي بالقوه  استفاده  موارد  طب  يبرا  Keras  ي از  زبان   يعيپردازش 

(NLP  است. از )Keras  توانندياستفاده کرد که م  يي هاساخت مدل  يبرا  توان يم  

از متن،    يابا مجموعه  توان يها را ممدل  ن يکنند. ا   ريرا درک و تفس  يعيمتن زبان طب

  د ي متن جد  ريو تفس  ليتحل  يو سپس برا  دکتاب، آموزش دا   اي  يخبر  ي هامانند مقاله

ا کرد.  برا  ستميس  ک ي توسط    تواند يم  ني استفاده  درک   ي خودکار  و  پردازش 

 استفاده شود.  يعيدستورات زبان طب ا يوجوها  پرس

Keras  کي  API  برا بالا  ها  يسطح  مدل  است.    قيعم  يريادگي  يساخت 

ا برا  يمجموعه  به ا  ياز کلاس ها و عملکردها را   يو آموزش مدل ها   جادي کمک 

 دهد. يارائه م ق يعم يريادگي

 اند از:عبارت  Kerasدر کتابخانه  يو توابع اصل کلاس

•Model  شده   ليتشک  ها هي که از لا  يمدل شبکه عصب  جاديا   يکلاس برا  ن يا  

 . شودياست استفاده م

•Sequential   شودياستفاده م  ها هي از لا   ي پشته خط  ک ي  جاديا   ي کلاس برا  ن يا . 

•Dense شوديمتصل متراکم استفاده م هيلا  کي  جاديا  ي کلاس برا ني از ا . 

•Activation  استفاده    ه يلا   کي به    يتابع فعال ساز  کي افزودن    يکلاس برا  ن يا

 .شوديم

•Convolutional   ا برا  نياز  استفاده    هيلا   کي   جاديا  ي کلاس  کانولوشنال 

 .شوديم

•MaxPooling  برا  ن يا استفاده    Max pooling  هي لا   کي   جاد يا   يکلاس 

 .شوديم

•Dropout هي لا جادي ا ي کلاس برا ني ا  Dropout شودياستفاده م. 

•Flatten  شودياستفاده م يورود هي صاف کردن لا  يکلاس برا ن ياز ا. 

•Optimizers   برا  ن يا برا  ساز نهيبه  في تعر  يکلاس  آموزش    ي مورد استفاده 

 . شوديمدل استفاده م
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 8    يگذار  يههوشمند سرما يشبکه ها احساسات کاربران يلدر تحل يقعم يادگيري

•Losses  ي محاسبه خطا يتابع ضرر مورد استفاده برا ف يتعر  ي کلاس برا ن يا  

 . شوديمدل استفاده م

•Metrics  شوديلازم استفاده م ي ارهاي مع ف يتعر  يکلاس برا نياز ا . 

مقاله استفاده    ني که درا  BERTو  LSTM  يشبکه عصب  يهاقسمت مدل  نيدرا

  کسانيساز    هيتعب  ه يمدل ها لا   ن يدرتمام ا   که ني شوند. نظر به ايشده اند شرح داده م

 يمعمار   هيلا   نيدر اول  هيلا   نيشود. ا  يداده م  حي توض  زين   هي لا   نيا   يسازادهياست، پ

شود. يدرنظر گرفته م  يورود  هيلا   بعنوانقرار گرفته و    قيعم  يشبکه عصب  يهامدل

که در کتابخانه    Embedding  ه ياز لا   تون يساز در پا   هيتعب  ه ي لا  يساز  ادهيپ  ي برا

Keras  م  فيتعر استفاده  است،  پارامترهايشده  تعداد   ه يلا   ني ا  ي شود.  که شامل 

 يههستند مقدارد  يورود  ي هالغات، اندازه بردار متراکم و طول نظرات که همان داده

 اندازه بردار متراکم و طول نظرات درنظر گرفته شده است. ي برا  3۰. مقدارشونديم

 LSTMمدل  - 5-1
عصب  کي   LSTM  تميالگور  شبکه  م  يبازگشت  ينوع  که  اطلاعات    تواندياست  از 

است    يحافظه داخل  کي   يشبکه دارا  نياستفاده کند. ا  ندهيآ  ينيب شيگذشته در پ

م نگه    توانديکه  را  مربوطه  کند. اطلاعات  فراموش  را  نامربوط  اطلاعات  و  دارد 

پا   LSTM  تميالگور   ي سازادهيپ اس  ازين   تون يدر  کتابخانه  تفاده به  مانند    ييها از 

( دارد که امکان ساخت و آموزش  PyTorch) تورچيپا اي(  Tensorflowتنسورفلو ) 

م  يعصب  يهاشبکه فراهم  همچنکننديرا  پارامترها  ي معمار  د يبا   ني.  شبکه    ي و 

LSTM  تع نظر  مورد  مسئله  به  توجه  با  برا  نييرا  م  ن يا   ي کرد.  از    توانيکار، 

الگور Metaheuristic)  يتکارفرااب   يهاتميالگور  مانند   Genetic)  کيژنت  تمي( 

Algorithmم به  توانند ي( که  کمک کنند    LSTMشبکه    يپارامترها  يساز نهيبه 

اول  ه يتعب  هي شود. لايساخته م  يبيمدل به صورت ترت  ن ياستفاده کرد. ا    ني ساز به 

از آن   بعد سازد و    يواحد م  16به تعداد     LSTM  ه ي لا  ک ي اضافه شده و سپس    ه يلا

 Sigmoidدهد. تابع يقرار م  يخروج ديتول ينورون برا کي با   Dense ي هيلا  کي

،    adamساز    نه يمدل است. در مرحله آخر مدل با به  ني ا يتابع فعال ساز در خروج

شود. همانطور  يم  ليکامپا   Accuracy  اريو مع  binary–crossentropyتابع ضرر  

نظرات    تيقطب  صيتشخ  يمدل برا  ني ا  کرددهد صحت عملينشان م  13که شکل  

 درصد است.  72 ابي سهام  تي کاربران سا

 

 

 LSTM تميالگور  ي از  خروج  يينما  -13 شکل

 

 ک ي با ژنت  LSTM تم ي الگور   ي ساز نه ي به  - 5-2
الهام  يساز نهيبه  کيتکن  کي   کيژنت  تميالگور  فرا است که  از  در   نديگرفته  تکامل 

ا  عتيطب تول  تم يالگور  ني است.  انتخاب جمع  دي با  محتمل   يهااز جواب  ييها تي و 

بر    کيژنت تميالگور  يسازادهيبرسد. پ نهيبه جواب به کند يم يمسئله، سع کي  ي برا

LSTM   شبکه    يو پارامترها  يمارمع  ميخواهياست که م  يمعن  ن يبه اLSTM    را با

الگور  از  ا ميکن  ميتنظ  کيژنت  تمياستفاده  به  شبکه    ني بهتر  ميتوان يم  ب،يترت  ن ي. 

LSTM  برا براميکن  دايپ  ره يچند متغ  يزمان   يهايسر  ينيب شيپ  ي را  کار،    ني ا  ي . 

مختلف    ي و پارامترها  هايبا معمار  LSTM  يهااز شبکه  ياهياول  تيابتدا جمع  ديبا 

ها  عملکرد شبکه  ي اب ي ارز  ي را برا  يتابع هدف و تابع برازندگ  د ي. سپس، با ميکن  ديولت

را بر    بيو ترک  يي مانند جهش، جابجا  کيژنت  يعملگرها  د ي با  ت، ي. در نها ميکن  ف يتعر

 .ميکن دي را تول  LSTM يهااز شبکه يدي جد يهاتا نسل مياعمال کن ت يجمع يرو

 يساز نهيروش به ک ي  LSTMبر   کيژنت تميگفت که الگور  توان يبه طور خلاصه، م 

شب با  که  م  ند يفرا   ي سازهياست  برا   LSTMشبکه    ني بهتر  تواند يتکامل،   يرا 

متغ  يزمان   يهايسر  ينيب شيپ ا  رهيچند  م  ني انتخاب کند.  به شبکه    تواند يروش 

LSTM    يتر قيدق  يهاينيب شيو پ  کندکمک کند تا از اطلاعات گذشته بهتر استفاده 

مدل   ي ساز  اده يمسائل درپ  ن ي از مهم تر  يک يمناسب    پارامتر   پريانتخاب ها   ارائه دهد.

LSTM    کي که منجر به   پرپارامتريها   ني به ا افتنيآموزش است، دست    يدر مرحله  

کار  نهيبه  تميالگور  ا  دهيچيپ  ي شود  در  پ  ني است.  از  پس  مدل   يساز  اده يمقاله 

LSTM    به الگور   ني عملکرد ا  ي ساز  نهيبه  منظور،    ک يژنت  يابتکار  فرا   تميمدل از 

م بد ياستفاده  مقاد  نيشود.  ابتدا  برا  ريمنظور  تع  يمجاز  پارامتر  شود. يم  نييهر 

 است:  ريبه شرح ز   تميالگور  نيا  ي مجاز برا ر يمقاد

•Unit [ :8 ,16 ,32 ,64]  

•Activation: [“sigmoid”, “relu”, “selu”, “elu”,” softmax”, “softplus”, 
“tanh”] 

•Optimizer: [“adamax”, “adam”, “rmspropo”, “nadam”] 

•Loss: [“binary_crossentropy”,” mse”, “mae”] 

•Batch [ :2 ,4 ,8 ,16 ,32 ,64]  

تعداد واحد، تابع    ي پارامترها  پر يها  کيژنت  يفرا ابتکار  تميبا استفاده از الگور  

گردد. سپس با استفاده از  يم  نهيتابع ضرر و اندازه بسته ها به  ساز،  نهيفعالساز، به

شود، هرکدام  يکروموزوم ساخته م  1۰به تعداد    هياول  تيجمع  کي مجاز    ريمقاد  نيا

  ن ي پارامترهاست که انتخاب ا  پر يمقدار مجاز از ها   ک يکروموزوم شامل    ک ي  يهااز ژن

  نه يبه يبيها شامل ترکهرکدام از کروموزوم  نيبنابرا  ؛است يبه صورت تصادف  ريمقاد

ها  م  پرياز  م  يپارامتر  استفاده  مدل  آموزش  در  که  ارز يباشد  سپس   يابيشود. 

برازش انجام م تابع  با  به ا يکروموزوم ها   يبه ازا   LSTMصورت که مدل    ن يشود 

شود. يم  ياب يآزمون ارز   يهاشود و بعد از آموزش با دادهيبار اجرا م  کي هرکروموزوم  

بعنوان والد    ي با استفاده از چرخ رولت کروموزوم ها  ت يجمع  ياب ي بعد از ارز ارزنده 

بعديانتخاب م نقطه  ي هاکروموزوم  يشوند. در مرحله  با روش چند  باهم   ي ا  والد 

ا   ن يوالد   يپارامترها  پريکه ها   د يجد   وزوم شده و کروم  بيترک برده  به ارث    جاد يرا 

سپس    شود.ياضافه م  تيکروموزوم بعد از جهش به جمع  ن يا   تيشود و در نها يم

ا   يم  ي بررس  ي ان ي شرط پا به  تازمان   ن يشود  به    يکه صحت اجرا  ي صورت که  مدل 

 تمي الگور  يهاسلتعداد ن   اي باشد و    ده يدرصد است نرس  ۹۹جا    نيمقدار آستانه که در ا 

ادامه    تميالگور  يباشد، اجرا دهينرس  ان ي نسل است به پا  5۰مقاله به تعداد    نيکه در ا 

موجود در آن کروموزوم    يو ژن ها  ابدييم  ان ي پا  تميصورت الگور   نيرا يدر غ  ابدييم

  ني شوند و بهتر يم ياب ي شده و در مرحله بعد ارز يمعرف نهيپارامتر به پريعنوان ها به

هاپ  هاآنعضو   عنوان  معرف  ريبه  ارزنده  مدل  يم  يپارامتر  و  به  LSTMشود    نه يرا 

 يها داده  يبر رو  تميالگور   ني دهد که صحت عملکرد اينشان م  14کند. شکل  يم

 ييبه تنها   LSTM  تميالگور  يپس از اجرا  که يدرصد است در حال  46/81مقاله    نيا

 درصد بدست آمد.  72صحت 

 

 يکژنت يتمبا الگور    LSTM يساز يادهو پ  LSTM يسهنمودار مقا  -14شکل 
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 ۹ 1403، 6، شماره 3د ه علمي دانشگاه آزاد اسلامي، مجل، نشريسيستم هاي اطلاعاتي هوشمند

 دهد. يآن را نشان م نه يبه  يپارامترها  پريعملکرد به همراه ها  نيبهتر   3جدول 

 

 نه يبه ي پارامترها پر يها  ري عملکرد ومقاد ني بهتر   -3جدول 

 
 

 BERTمدل  - 5-3
  ن ي توان از ا ياست که م ييها از راه يکي  تونيبا زبان پا  BERT تم يالگور ي سازادهيپ

است    ييها از روش  يکياستفاده کرد.    يعيپردازش زبان طب   يبرا  شرفته يپ  تميالگور 

م ا  ميتوان يکه  معنا  يبرا  شرفتهيپ  تميالگور   ني از  بهتر  عبارات    يدرک  و  کلمات 

مدل ترنسفورمر دو   کياز    تميالگور  ني. اميجستجو شده توسط کاربران استفاده کن

جمله،   ک ي و ارتباط کلمات در    ت يبا توجه به موقع  تواند يکه م  کند يطرفه استفاده م

 دهد.   صيها را تشخآن يمعنا

ن   ن يا   ي برا  تنسورفلو و ترنسفورمرز    تون،يپا  ياساس  ميبه دانستن مفاه  از يکار 

تا   کنديامکان را فراهم م ني است که ا قيعم  يريادگيکتابخانه   کي است. تنسورفلو 

گراف  دهيچيپ  يهامدل از  استفاده  با  ترنسفورمرز  ميبساز   يمحاسبات  يهارا    ک ي . 

مجموعه شامل  که  است  مدل  ياکتابخانه  طب  يهااز  زبان  بر    يمبتن  يعيپردازش 

BERT  ميتوان يکتابخانه، م  ن يمشابه است. با استفاده از ا   ي هاو مدل  BERT    را به

 .ميکن ياب يو ارز ميآموزش ده م،يکن ي بارگذار يراحت

است و با استفاده از   ن ينماد   ي اضي کتابخانه ر ک ي  تون؛ يتنسورفلو در پا کتابخانه 

شود. ياستفاده م  يعصب  ي هامختلف شبکه  ي ها  تيدر فعال  يسيداده ها و برنامه نو 

  قي عم  يريادگيو    نيماش  يريادگي  يهاتمي از مدل ها و الگور   ياتنسورفلو مجموعه

داده را    اني جر   يکه نمودارها و ساختارها  دهد  يامکان را م  ني است. تنسورفلو به ما ا

بعد  هي آرا  ک ي ها به عنوان  يو با در نظر گرفتن ورود  ميبساز  به نام تنسور،    يچند 

ده نشان  نمودار  صورت  به  را  ها  آن  عملکرد  هممينحوه   يتمام   ميتوان يم  نيچن. 

 .ميده ش يکنند را به صورت فلوچارت نما يم ي که داده ها ط يمراحل

ها، ساختن مدل و آموزش  پردازش داده  ش يتنسورفلو شامل سه بخش پ  ي معمار

به وجود   ن يباشد. ا يعملکرد م  نيمدل و تخم سه مرحله در کنار هم تنسورفلو را 

  ن يکند. به ا يم  افتي در  ي چند بعد  هي آرا  کي را به عنوان    ي آورد. تنسورفلو وروديم

بعد  ه يآرا  يرو  ند يفرآ  ن ي چند  ريمس  ن ي ا  ي شود. در ط  ي گفته م  Tensor  يچند 

شود. علت نام  يخارج م  ي شود و در انتها به عنوان خروج  ي اعمال م  يورود  يهاداده

کنند و تانسور از  يم  ياست که داده ها ط  ينديبه خاطر فرآ  زيتنسورفلو ن   ي گذار

به عنوان خروجيم  دايپ   انيمشخص جر   اتيعمل  ي تعداد  ق يطر انتها   ؛ي کند و در 

 شود. يخارج م

گرفته شده است.    Tensor  يعنيآن    يقسمت اصل   ني تريکتابخانه از اصل  ن يا   نام 

م  يمحاسبات  يتمام انجام  تنسورفلو  بخواهيکه در  اگر  تانسور است.   ميشود شامل 

که تنسور از    مييبگو  دي شده است، با  ليتشک  يزيکه تانسور از چه چ  مييتر بگو  قيدق

را    ي تواند هر نوع داده ايم  سي اترم   نيشده است. ا  ليتشک  يچند بعد  سي ماتر  کي

  شي نما   ت يکه درست است که تانسور قابل  م ييبگو  دي را هم با   ن يدهد. البته ا   ش ينما 

نوع باشند.   ک ي از    د يتانسور با   ک يدرون    يها داده  ي همه نوع داده را دارد اما تمام

  فلو محاسبه باشد. در کتابخانه تنسور کي   جهينت  ا ي  يداده ورود ک ي تواند  ي تانسور م

است؛    ياز محاسبات متوال  يکه مجموعه ا  ينمودار  يرو  اتيعمل  يتمام  تون يدر پا

گره ها    ي تمام  ند، يگو يم  ات يشود را گره عمليکه انجام م  ياتيشود. هر عمليانجام م

شود؛   يتنسورفلو استفاده م  ات يعمل  يکه در ط  ي متصل هستند. نمودار  گريکديبه  

از نمودارها   تون يدهد. کتابخانه تنسورفلو در پا يم ش يها و اتصالات را نما گره يتمام

توان تمام محاسبات انجام شده در  ينمودارها م  ني کند. با استفاده از ا  ياستفاده م

موارد   نيگراف محدود به ا   يايکرد. البته مزا  فيو توص  يطول آموزش را جمع آور

 يو حت  CPU  ،GPU  ني چند  يتوان به اجرا رويگراف ها م  يايمزا   گر ي. از د ستين 

توان  يدارند و م  ره يذخ  تي همراه اشاره کرد. نمودارها قابل  ي هاتلفن  يهاعامل  ستميس

محاسبات درون نمودارها به    يکرد. تمام  رهيذخ  ي بعد  ي استفاده ها  يآن ها را برا

لبه    ک ي گره و    ک ي شود. هر تانسور  يها انجام مآن  له يتانسور ها وابسته است و به وس

کند.   ي م  ديها را تول  ي را بر عهده دارد و خروج  ي اضي ر  ات ي انجام عمل  فه يوظدارد. گره  

 را بر عهده دارند. يو خروج يروابط ورود ح يتوض فهيوظ ز يلبه ها ن 

مصنوع  کي   BERT  تميالگور  هوش  برا  يمدل  که  زبان    ياست  بهتر  درک 

به نام    يکياز تکن  تميالگور  ن يشده است. ا   يکلمات درجملات طراح   ي و معنا  يعيطب

دهد تا به صورت دو جهته متن را  يکند که به آن اجازه ميترانسفورمر استفاده م

چپ متن را بخوان و  بههم از سمت چپ به راست و هم از راست   يعنيکند.  ليتحل

شود مفهوم پنهان کلمات را درک   يکه باعث م  رديکلمات را درنظر بگ  ني ارتباط ب 

نتا  و  به هم  ي تر  قيدق  ج يکند  ارائه دهد،  به کاربران    BERT  تميالگور   ل يدل  نيرا 

 ياست که برا   ياتيپردازش متن عمل  شيپردازش متن ندارد چرا که پ  ش يبه پ  ي ازين 

شود. اما    يانجام م يهوش مصنوع يمدل ها ي مناسب برا متفر ک يمتن به   ليتبد

تغ  يم  BERT  تميالگور  بدون  و  به صورت خام  را  با    افت ي در  رييتواند متن  و  کند 

بردارها نشان دهنده   ني کند، ا  ليتبد  يعدد  ياستفاده از ترانسفورمر آن را به بردارها

 استفاده شوند.  ساتاحسا  صيتشخ  يتوانند برا  يکلمات در جمله هستند و م  يمعنا

  Transformersمقاله از کتابخانه    ني در ا  BERT  تميالگور   يساز  ادهيپ  يبرا

م اياستفاده  ابزارها  ني شود.  شامل  مدل   يکتابخانه  ابتدا  است.  مربوطه 

PreTrained BERT    وTokenizer   تي که درسا  Huggingface    قرار دارد و از

ها و شود و در ادامه با دادهيم  يبارگزار  دهي آموزش د  شيمتنوع پ  يهاقبل با داده

است که به    ي پلتفرم مرکز  کي  Huggingfaceشود.  يداده م  قياهداف پروژه تطب

را    يهوش مصنوع  يهاتاستيمدل ها و د  ن يو بهتر   ني دتري ما امکان استفاده از جد

 يم  نييو تع   max_lenght،batch_sizeمدل مانند     يپارامترها  سپس  دهد.يم

موجود در هر     يتاهايگردد ودرصورت وجود ديم  يبررس  Gpuبه     يگردند، دسترس

batch     بهGpu   م برا  کي و    ابندي يانتقال  داده  Tokenizer  يکلاس  ها  کردن 

 رديگيرا م   Tokenizerو    Dataکلاس حداکثر طول جملات ،  ني شود. ا يساخته م

   Tokenizerسازد. با استفاده از  يرا م  BERTورود به مدل    يبرا  ازي موردن   يتايو د

بردارها به  برا  يمتن نظرات   يکسر يبردار شامل   .شوديم  ليمدل تبد  ي قابل فهم 

اهم  يک  وصفر   که  اهم /  ت ياست  م  هر   تيعدم  نشان  را  متغيتوکن    ر يدهد. 

attention_mask  يهاتوکن  انيم  Pad   يبرا   صفر  کند،   يم  جادي تفاوت ا   يمعنو با   

 خواهد بود.  يبا معن  يهاتوکن يبرا  يک و  Pad يهاتوکن

جفت  داده بصورت  که  م  يهاها  خوانده  هستند  برچسب  و  با  يمتن  و  شوند 

  Test   يقسمت ها  ي ها براداده  يبند  ميتقس   Train-Test-Splitاستفاده از تابع   

مدل   قيدق  ميتنظ  ي آموزش برا  يشود. داده هايانجام م  Validationو    Trainو  

BERT  عملکرد مدل    يريگاندازه    يبرا  يابي ارز  يهاشوند، دادهياستفاده مBERT  

شوند. ياستفاده م دي جد  ي هاداده  ي مدل بر رو  يينها   ي اب ي ارز  ي آزمون برا  ي هاو داده

  في تعر    adamساز    نهيمدل به  ي پارامترها  ي بهبود عملکرد  و به روز رسان   ي سپس برا

 کند. يمصرف م ي دارد و حافظه کم يادي سرعت ز  adamگردد، يم

مسائل دسته    يتابع برا  ن يگردد، ا يم  في تعر   cross entropy loss  انيتابع ز  

کند: يم  يرياحتمال را اندازه گ  عيدو توز  ن ي تابع اختلاف ب   نيرود. ا  يبکار م  يبند

 يکه برچسب ها   ياحتمال واقع  عيشده توسط مدل و توز  ينيب   شياحتمال پ  عيتوز

مناسب    يخروج  ه يلا   ک يشده و    دهبه مدل دا  يدهد. سپس وروديهدف را نشان م

ترانسفورمر    هي کند. هرلا   د ينظر را تول مورد  ي بتواند خروج  BERTشود که  ياضافه م

 يآخر ترانسفورمر خروج   هي لا  تيکند و درنها يارسال م  يبعد  هيخود را به لا   يخروج

است که    يهرتوکن ورود  يبردار برا  ک يشامل    يخروج  ني کند. ايم  د يرا تول  يينها 

انجام    ي توانند برايبردارها م  ن يدهد. ايرا با توجه به بافت جمله نشان م  آن  يمعنا
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 10    يگذار  يههوشمند سرما يشبکه ها احساسات کاربران يلدر تحل يقعم يادگيري

بند  ي مختلف  ف يوظا بعد  ي مانند طبقه  به حالت    ياستفاده شوند.  در مرحله  مدل 

گردد و يآموزش و دقت صفر م  يخطا  هيشود. در ابتدا مقدار اول ي م  ميآموزش تنظ

گراد  نيهمچن ا   ير يجلوگ  يبرا  هااني مقدار  م  ختلالاز  مدل يپاک  سپس  شود. 

BERT  خطا و دقت آموزش مدل محاسبه    زانيآزمون اجرا شده و م  يداده ها  يبر رو

پارامترها مشابه    ميشود. تنظيم  ياب يگردد. پس از مرحله آموزش مدل وارد فاز ارز   يم

 ياز ين   ان يبه محاسبه گراد   ياب يتفاوت که در ارز   ن يبا ا   رد يگيفاز آموزش صورت م

شود يها، مقدار خطا و دقت محاسبه م يخروج افتي مدل و در ياز اجرا  عد. ب ستين 

 گردد. يچاپ م  جي و نتا

است با    يفارس  BERTمشابه    قايهم دق  يسيبه زبان انگل  BERT  يساز  ادهيپ 

شده    Pre –Trainrd  يسيانگل  يداده ها  يکه رو   BERTمدل    کيتفاوت که از    نيا

 يبانيپشت  BERTکه از مدل    Huggingface  ت يسا  از  ز يمدل ن   ني شود. اياستفاده م

شود. سپس  يآموزش داده م  ياه داده  يگردد و رويم  يکند دانلود شده و بارگذاريم

مدل اضافه کرده و   يبه انتها  يدسته بند  ه يلا   کي  BERTمدل    قيدق  ميتنتظ  يبرا

دادهها  يپارامترها از  استفاده  با  به  ي مدل  نهايم  نهيآموزش  در  و  مدل   تي شوند 

BERT  دقت و   ي ارهايو آزمون اجرا شده و عملکرد مدل با مع  ي اب ي ارز   ي هاداده  ي رو

به    از يبدون ن   يفارس  ا ي  يسيبه زبان انگل  BERT  ي هاگردد. در مدليم  ياب ي صحت ارز

  BERT  ي ساز  اده يپ  يشوند اما برايم  ي بارگذار  ده ي آموزش د  ش ياز پ  ي هاکلاس مدل

ابتدا   زبانه  برا  کي دو  ا   ي کلاس  مدل  شخصيم  جاديساخت  سپس   يساز   يشود 

 يبارگذار   جداگانههرکدام    يسيو انگل  يفارس  يهاگردد. پس از ساخت کلاس مدليم

شود يم في مدل دو زبانه تعر يآخر معمار ه يبعنوان لا   Classifier هي لا ک يشده و  

شود و مدل دو يم  بيباهم ترک  يسيو انگل  يآخر دو مدل فارس  هي لا   يخروج  يو برا

 گردد.  يم جاد ي ا BERTزبانه  

  ي بر رو  BERT  تميدهد صحت عملکرد الگورينشان م  15که شکل    همانطور

زبان فارس  ني ا  يهاداده به  زبان  درصد است. پس از ترجمه داده  82  يمقاله  به  ها 

درصد بدست آمد که    83ها صحت داده يبر رو BERT تميالگور  يبا اجرا  يسيانگل

 داده شده است.  شي نما 16در شکل 

 

 
 ي به زبان فارس  BERT تميالگور  ي از خروج يي نما   -15شکل 

 
 يسيبه زبان انگل  BERT تميالگور  ي از  خروج  يينما  -16شکل 

 

 دو زبانه  BERT تمي الگور     -5-3-1
با دو زبان    تواندياست که م  BERT  تمينسخه از الگور کيدو زبانه   BERT  تميالگور 

را که شامل دو زبان مختلف هستند،    ييهامتن  توانديم  تميالگور  نيمختلف کار کند. ا 

  توانديم  تميالگور  ن يها را درک کند. ا آن  يکند و معنا   ليتحل  ،يسيو انگل  يمثل فارس

 باشد. دي مف رهيپرسش و پاسخ و غ  ،يسازخلاصهمثل ترجمه،  يموارد يبرا

شد و بر   ي توسط محققان گوگل معرف  2۰1۹دو زبانه در سال  BERT تميالگور 

مدل ترنسفورمر دو   کي از    تميالگور  ن يزبان مختلف آموزش داده شد. ا  1۰4  يرو

که شامل دو زبان مختلف هستند،   ييهابا داده  توانديکه م  کنديطرفه استفاده م

برا شود.  الگور  يسازگار  از  ز   BERT  تم ياستفاده  کتابخانه    ميتوان يم  بانه، دو  از 

پا   دهي د  آموزششيپ  يهاکتابخانه شامل مدل  ني . ادياستفاده کن  تونيترنسفورمرز 

BERT  نشان داده   17مختلف است. همانطور که در شکل    يهازبان  يدو زبانه برا

ا  عملکرد  است صحت  برا   ن يشده  سا   تيقطب  صيتشخ  يمدل  کاربران    تي نظرات 

 درصد است. 84   ابيسهام

 
 دو زبانه   BERTتميالگور  ي از  خروج  يينما  -17 شکل

 

م18شکل   اجرا ينشان  که صحت  ب   BERT  تم يالگور  يدهد    ن يشتريدوزبانه، 

 مقدار را داشته است.

 

 
 

 BERT تميالگور  يدقت اجرا سهينمودار مقا  -18شکل 

 

 ج ي نتا    -6
  ک ي نمونه است. هرنمونه از    1۰24  ي مقاله ارائه شده دارا  ن يکه درا   ي اداده  مجموعه 

 لي (  و نام سهام شرکت مورد نظر تشکيمنف  ا ي نظر به همراه برچسب آن )مثبت  

ابتدا مقا ها  و عملکرد آن  ن يماش  يريادگي  يسنت  يها   تميالگور  سهيشده است. در 

 بان،يبردار پشت  ن يماش  م،يتصم  رختد  يها   تميمنظور الگور  ني ا  يشد. برا  يبررس

بردارپشت  ي ساز  اده ي( پKNN  يگي همسا  ن يتر کينزد   kساده و  ني زيب  با    بان يشدند. 

بهتر  61صحت   را درم   ني درصد  آورد. به     يسنت  يها  تميالگور   انيعملکرد  دست 

 ير يادگي  يها  تميبا الگور   يسنت  ي ريادگي   يها   تميالگور   سه يبه منظور مقا  ي درفاز بعد

 يطراح   يسيبه زبان انگل  BERTو    ي به زبان فارس   BERTو    LSTM  ي هامدل  قيعم

ا  ترت  ن يشدند.  به  ها  ها  ب يمدل  ،    72  يبا صحت  و    82درصد  درصد    83درصد 

   LSTMمدل    ي داشتند.  درمرحله بعد  يسنت  ي ها  تمينسبت به الگور   ي عملکرد بهتر

الگور  از  استفاده  ابتکار  تميبا  آورد  کيژنت  يفرا  بدست    ي پارامترها  پر يها  نباهدف 

 46/81برابر با    يمدل به صحت  ني ا  کيژنت  تم يشد. باکمک الگور  ي ساز  اده يپ  نهيبه

داشت.  در فاز    شرفت يپ   LSTM   هيدرصد نسبت به مدل اول46/۹که    دي درصد رس

الگور   نيا   يان يپا ترک  BERT  تميمقاله  با  زبانه  فارس  بيدو  و معنا   يمتن   ينظرات 

82

83

84

81

82

83

84

85

Bert/FA Bert/EN Bert/BI
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 11 1403، 6، شماره 3د ه علمي دانشگاه آزاد اسلامي، مجل، نشريسيستم هاي اطلاعاتي هوشمند

  ن ي . دقت حاصل از ا افتيدرصد دست    84شد و به عملکرد    يساز  ادهيآنها پ  يسيانگل

نوان مدل به ع  ]1[  پژوهش نسبت به کار انجام شده توسط شکوفه بستان و همکاران 

داشته که نسبتا    شي درصد افزا   5  زان يمقاله در نظر گرفته شده است به م  ن يدر ا   ه يپا

)کار انجام شده   ه ي و مدل پا  ي شنهاديدقت مدل پ   سه يمقا  4قابل توجه است. جدول  

 دهد.يم ش يتوسط بستان و همکاران( را نما 

 

 ه يبا مدل پا  يشنهاديدقت مدل پ سهيمقا -4جدول             
 مدل پيشنهادي مدل پايه مدل

BERT   درصد  84 درصد  7۹ چند زبانه دوکلاسه 

 

پژوهش نسبت به کار    ن يدهد دقت حاصل از ا ينشان م  1۹همانطورکه شکل  

 داشته است. ش يدرصد افزا  5 زانيانجام شده توسط شکوفه بستان و همکاران به م

 

 
)کار انجام شده توسط بستان   هي و مدل پا  ي شنهاديدقت مدل پ سه يمقا    -1۹شکل 

 (   ]1[ و همکاران

شود  يدهد. مشاهده ميها را نشان ممدل  نيهرکدام از ا   ياجرا  جينتا   5جدول  

 عملکرد را داراست.  ن يبهتر    BERTچندزبانه  قيکه مدل عم

 

 اجرا  ج ينتا   -5جدول 
 صحت برچسب )کلاس(  مدل نوع زبان

 64 مثبت  SVM فارسي 

 5۰ منفي

 61 مجموع

 66 مثبت  Decision tree فارسي 

 44 منفي

 56 مجموع

 62 مثبت  Naïve Bayes فارسي 

 4۰ منفي

 53 مجموع

 63 مثبت  KNN فارسي 

 45 منفي

 5۹ مجموع

 76 مثبت  LSTM فارسي 

 65 منفي

 72 مجموع

 84 مثبت  LSTM   +Genetic فارسي 

 73 منفي

 81/ 46 مجموع

 84 مثبت  BERT فارسي 

 8۰ منفي

 82 مجموع

 84 مثبت  BERT انگليسي

 81 منفي

 83 مجموع

 87 مثبت  BERT دوزبانه

 7۹ منفي

 84 مجموع

 

درصد عملکرد    84مدل با صحت    نيشود ا يم  دهيد  2۰همانگونه که در شکل  

 دهد. ي ارائه م ابيسهام تي نظرات کاربران سا   ليتحل يبرا يمناسب

 
 

 اجرا  جي نمودار نتا  -2۰شکل 

 

     ي ر ي گ   جه ي نت     -7
نظرات کاربران    ليبه منظور تحل  قيعم  يريادگيبر    يمبتن  يمدل  مقاله ارائه  ني ا  هدف

جمع    اب ي سهام  تي در خصوص سهام چند شرکت فعال بورس است که از وب سا

 يها   تم يو الگور  يسنت  ي هاتمياز الگور   يرينظرات با بهره گ   ن ي ا  ل ياند. تحلشده  يآور

فارس  ق يعم  ي ريادگي زبان  دو  انگل  ي با  برايم  يسازادهيپ  يسيو    سه يمقا   ي گردد. 

الگور  يسنت  يريادگي   يهاتميالگور  و   LSTM   يهامدل  قيعم  يريادگي  يهاتميبا 

BERT   فارس زبان  انگل   BERTو    يبه  زبان  پ  يطراح  يسيبه  از   ادهيشدند. پس 

   يسنت  يها  تميالگور   ان يعملکرد را در م  ني بهتر  بان يبردار پشت  ن يها، ماشمدل  ي ساز

 يسنت   يها  تمينسبت به الگور  ي عملکرد بهتر  قيعم  ريادگي   ي و مدل ها  آوردبدست  

با هدف به    کيژنت  يفرابتکار  تميبااستفاده از الگور    LSTMداشتند. در ادامه مدل  

  ني ا   ک يژنت  تميشد. باکمک الگور  يساز  ادهيپ  نه يبه  يپارامترها  پر يدست آوردن ها 

اول مدل  به  نسبت  پا  درداشت.    شرفتيپ   LSTM   هيمدل  پژوهش    ني ا  يان ي فاز 

 ادهيها پآن  يسيانگل ينظرات و معنا  ي متن فارس  بيدو زبانه با ترک  BERT  تميالگور 

 .  افتيدرصد دست  84شد که به عملکرد  ي ساز

در بهبود عملکرد    يچند زبانه نقش قابل توجه  قيمدل عم  نيرود ا   يم  انتظار 

ا  هيتوص  يها  ستميس با توجدي نما  فاي حوزه ا  ني گر در  در    تايحجم د  ت يبه اهم  ه . 

  ات يقبل از عمل  تواني م  ق،يعم  يعصب  يهابر شبکه  يمبتن  يهاآموزش مدل  نديفرا

Fine-tuneني بدون برچسب در ا   يتاياز د   ياديحجم ز   يرا بر رو يزبان  يها، مدل  

مذکور    حوزه  اتي از ادب   يزبان   يهابه درک مدل  يان يحوزه آموزش داد که کمک شا 

. باشديداده در حجم بالا م  يآورجمع  ازمنديامر ن   ن ياست که ا   يهي خواهد نمود. بد

. افتياحساسات بهبود خواهد    صيتشخ  نديزده، فرا برچسب  يتايد   شي با افزا  نيهمچن

 يزبان  ي هامدل  از يمورد ن   يافزارنمودن منابع سخت  در صورت فراهم  ن،ي علاوه بر ا

 ياز قدرت بالا   توانيم  ،LLMsبه اختصار    ا ي(  Large Language Modelsبزرگ )

  توان يکه م  يياز کارها   گريد  ي کيبهره گرفت.    ز ين   يمعمار  ن يا   يي و پاسخگو  ي ريادگي

آ پ  نده يدر  به  ا   ي سازادهينسبت  نمود،  اقدام  تحل  API  ک ي  جاديآن  هدف   لي با 

پ  Realtimeاحساسات   ارائه  معامله  شنهاديو  به  ا برخط  م  ن يگران  . باشديحوزه 

معامله با هدف انتقال دانش و   اريدست  جادي امکان ا   ستم،يس  نيبا توسعه ا   نيهمچن

 زمان ممکن فراهم خواهد آمد.  ن يتر در کوتاه يروانشناس ليتحل

79
84

70
80
90

شکوفه بستان و همکاران مدل پیشنهادی

53 56 59 61
72

81.46 82 83 84

0

20

40

60

80

100

 [
 D

ow
nl

oa
de

d 
fr

om
 ji

is
.ia

uh
.a

c.
ir

 o
n 

20
26

-0
1-

28
 ]

 

                            11 / 12

https://jiis.iauh.ac.ir/article-1-34-en.html


 12    يگذار  يههوشمند سرما يشبکه ها احساسات کاربران يلدر تحل يقعم يادگيري

 مراجع  -8
درون سازي معنايي واژه ها "،  محمدرضا  پژوهان    ،دکي علي محمدبيزارع    ،بستان شکوفه [1]

از   استفاده  فارسي  BERTبا  وب  مهندس  يمهندس،  "روي  و  ب   -  رانيا  وتريکامپ  يبرق 

 .14۰2، 1۰۰-8۹، صفحات 2شماره: ، 21 دوره ، 2، شماره وتريکامپ يمهندس
[2]   Antonakaki, D., Fragopoulou, P., & Ioannidis, S., A survey of Twitter   

research: Data model, graph structure, sentiment analysis and 
attacks. Expert Systems with Applications, 164, 114006, 2021. 

[3]  Basiri, M. E., Nemati, S., Abdar, M., Cambria, E., & Acharya, U. R., 
ABCDM: An attention-based bidirectional CNN-RNN deep model for 
sentiment analysis, Future Generation Computer Systems, 115, 279-
294, 2021. 

[4] Dashtipour, K., Gogate, M., Cambria, E., & Hussain, A., A novel context-
aware multimodal framework for persian sentiment analysis, 
Neurocomputing, 457, 377-388, 2021. 

[5] Eck, M., Germani, J., Sharma, N., Seitz, J., & Ramdasi, P. P., Prediction of 
stock market performance based on financial news articles and their 
classification, Data Management, Analytics and Innovation, vol 1175, 
pp. 35-44, 2020. 

[6] Hong, S., A study on stock price prediction system based on text 
mining method using LSTM and stock market news, Journal of Digital 
Convergence, 18(7), 223-228, 2020. 

 [7]  Li, H., Chen, Q., Zhong, Z., Gong, R., & Han, G., E-word of mouth 
sentiment analysis for user behavior studies, Information Processing 
& Management, 59(1), 102784, 2020. 

[8]  Li, Y., & Pan, Y., A novel ensemble deep learning model for stock 
prediction based on stock prices and news, International Journal of 
Data Science and Analytics, Volume 13, pages 139–149, 2021. 

[9]  Liu, B., Sentiment analysis: Mining opinions, sentiments, and 
emotions, Cambridge university press, 2020. 

[10] Lutz, B., Pröllochs, N., & Neumann, D., Predicting sentence-level 
polarity labels of financial news using abnormal stock returns, Expert 
Systems with Applications, 148, 113223, 2020. 

[11] Man, R., & Lin, K., Sentiment analysis algorithm based on BERT and 
convolutional neural network, In 2021 IEEE Asia-Pacific Conference 
on Image Processing, Electronics and Computers (IPEC) (pp. 769-772). 
IEEE, 2021. 

[12] Mate, G. S., Kulkarni, R., Amidwar, S., & Muthya, Stock prediction 
through news sentiment analysis, Journal of Architecture & 
Technology, 11(8). 36-40, 2020. 

[13] Mitra, A., Sentiment analysis using machine learning approaches 
(Lexicon based on movie review dataset), Journal of Ubiquitous 
Computing and Communication Technologies (UCCT), 2(03), 145-152, 
2020. 

[14] Nemati, S., Rohani, R., Basiri, M. E., Abdar, M., Yen, N. Y., & 
Makarenkov, V., A hybrid latent space data fusion method for 
multimodal emotion recognition, IEEE Access, 7, 172948-172964, 
2019. 

[15] Sadr, H., Pedram, M. M., & Teshnehlab, M., Multi-view deep network: 
a deep model based on learning features from heterogeneous neural 
networks for sentiment analysis, IEEE access, 8, 86984-86997, 2020. 

[16] Sallam, R. M., Hussein, M., & Mousa, H. M., Improving collaborative 
filtering using lexicon-based sentiment analysis, International 
Journal of Electrical and Computer Engineering, 12(2), 1744, 2022. 

[17] Shah, A. M., Yan, X., Shah, S. A. A., & Mamirkulova, G. Mining patient 
opinion to evaluate the service quality in healthcare: a deep-learning 
approach, Journal of Ambient Intelligence and Humanized Computing, 
11(7), 2925-2942, 2020. 

[18] Shah, P., Swaminarayan, P., & Patel, M., Sentiment analysis on film 
review in Gujarati language using machine learning,  International 
Journal of Electrical and Computer Engineering, 12(1), 1030, 2022. 

 

 

 

 

 
 

 [
 D

ow
nl

oa
de

d 
fr

om
 ji

is
.ia

uh
.a

c.
ir

 o
n 

20
26

-0
1-

28
 ]

 

Powered by TCPDF (www.tcpdf.org)

                            12 / 12

https://jiis.iauh.ac.ir/article-1-34-en.html
http://www.tcpdf.org

